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Abstract:  Classification and analysis of Arabic text in terms of social media analysis is presented here in this work. This work, 

keeping in view the morphological and syntactical difficulties in Arabic language, focuses on negative and positive sentiment 

candidates for polarity as a first step towards a major goal of building a complete framework for political sentiment analysis. There 

are many works for sentiment classification and analysis in literature, which can be categorized into supervised, unsupervised, and 

hybrid. However, majority of these methods either lack in availability of sufficient size dataset for learning or suffer from Arabic 

language complications in terms of processing diverse nature of text. To overcome this issue, we introduce a semi-supervised 

approach for sentiment classification and analysis in Arabic language. Our approach is based on the concept of word embedding 

model to improve the performance of classification even with small size seed data. It has the capability to model the words in a 

large vector space where similar words are expected to occur in close proximity. Once the data is mapped to vector space model, 

then we utilize various classifiers to learn the patterns in the lexicon and predict the classification as positive or negative for 

unknown similar words. Classifiers such as Stochastic Gradient Descent and SVM are trained and tested with the specified 80% 

and 20% data ratio. Our approach yields around 80% accuracy through intermediate experiments. It has been observed that besides 

the common problem of lexicon size, this is attributed mainly to the quality of word embedding available for the Arabic language. 

 

Index Terms - Sentiment Analysis, Classification, Tweets, Polarity, Arabic Language, Lexicon, Text Processing 

  

I. INTRODUCTION 

Arabic is a central Semitic language of Arab world and has more than 300 million native speakers [1]. Arabic has a vast history 

among regions of Middle East and has different dialects including the language of Quran (Holy book of God). Arabic has a complex 

and unusual morphology (i.e. method of constructing words from a basic root). Arabic has a non-concatenative "root-and-pattern" 

morphology: A root consists of a set of bare consonants (usually three), which are fitted into a discontinuous pattern to form words. 

For example, the word for 'I wrote' is constructed by combining the root k-t-b 'write' with the pattern -a-a-tu 'I Xed' to form katabtu 

'I wrote'. Other verbs meaning 'I Xed' will typically have the same pattern but with different consonants, e.g. qaratu 'I read', akaltu 'I 

ate', dhahabtu 'I went', etc. Other complex and unusual patterns are also possible in Arabic. These complications make Arabic 

language difficult to analyze and process. 

Sentiment Analysis is the process of computationally identifying and categorizing opinions expressed in a piece of text, especially 

in order to determine whether the writer's attitude towards a particular topic, product, etc. is positive, negative, or neutral. A basic 

task in sentiment analysis is classifying the polarity of a given text at the document, sentence, or feature/aspect level. Whether the 

expressed opinion in a document, a sentence or an entity feature/aspect is positive, negative, or neutral. Advanced, "beyond polarity" 

sentiment classification looks, for instance, at emotional states such as "angry", "sad", and "happy". A thorough investigation of the 

available literature revealed that the works were mainly concentrated on dealing with specific Sentiment Analysis tasks. To this end, 

the researchers developed three different approaches, namely supervised (or corpus-based), unsupervised (or sometimes referred as 

lexicon-based) and hybrid, refer to these recent surveys for details [2, 3]. The results that these studies achieved are interesting but 

divergent [3].  

The Arabic-specific challenges are mainly caused by Arabic morphological complexity, limited resources and dialects. While the 

general linguistic issues include polarity fuzziness, polarity strength, implicit sentiment, sarcasm, spam, review quality and domain 

dependence [4, 5]. To overcome the issue of morphological complexity, pre-processing step needs to be performed with care. Lexicon 

and candidate lexical item s are converted to their root forms to get rid of morphological issues. Thus the final lexicon has candidate 

sentiments along with their root forms. Similarly, the results are immature when polarity has only negative and positive counts [5]. 

An attempt is made to dim the effect of fuzziness in polarity by introducing a neutral count along with the negative and positive 

counts. 

These days Lexicon are usually available online and majority of them are very small in size for Arabic Language. To make it 

clean, pre-processing is performed first and then filtering of candidate sentiments is carried out along with the conversion towards 

their root forms. At the end of this phase, a final refined lexicon is produced, which is then used to count the polarity (negative, 

positive and neutral) from the text. The text data set contains the feedback of public about different products and our goal is to find 

the polarity of sentences through sentence classifier. The text data/corpus is divided into standard division including 80% training 

data and 20% test data. The classification accuracy of the classifiers is low through lexicons in these approaches because of limited 

number of lexicons for training. The reason is that there are many words which are not available in the lexicon and hence their 

sentiment cannot be determined. A trivial solution to this problem would be to manually label huge amounts of training data and 
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extract a lexicon based on the training data, which is somewhat done in [6]. A better alternate approach is required to do this tedious 

task. 

Our work in this study tends to be hybrid in nature, since we extend an existing lexicon through corpus based word embedding 

model. We use an Arabic gold standard lexicon for sentiment analysis having positive and negative words. An interesting idea 

developed recently in [7] is to use word embedding which represent words as vectors. The embedding tends to represent similar 

words with vectors which are close together in the vector space. Using this approach, we can extend our lexicon to the words which 

we have not seen before but are part of the embedding. The next phase is training the classifier. Various classifiers at sentence level 

are used to classify the polarity of sentences lying in the text corpus of social data. It is non-trivial to decide best classifier therefore 

we determine through experiments. The classifier is expected to be trained with the 80% training data, which has the words along 

with their polarity counts and classification. Finally, 20% test data is to be applied on the classifier and results are being evaluated. 

Rest of the article is organized as follows. We discuss related studies in Sec. II and the methodology of our solution to aforementioned 

problem is outlined in Sec III. The results and conclusion follow in Sec. IV and V.  

II. LITERATURE REVIEW 

Sentiment analysis is a well-studied topic in literature and discusses various aspects of analyzing textual data to extract useful 

information [8]. The reader may refer to the relevant surveys [2, 3, 8] for more details. However, this work emphasis on analyzing 

textual data in Arabic language, therefore, we discuss various existing approaches to process and analyze Arabic text for sentiment 

analysis. There are two approaches, lexicon-based and corpus-based, commonly used for sentiment analysis in Arabic context [6]. 

Lexicon-based approaches 

Lexicon-based approach is relatively simple and straight forward because it takes help from predefined words (or lexicons). The 

sentiment of those lexicons are directly extracted from dictionary as positive or negative. The lexicon is developed either manually 

or automatically [9]. The key issue with lexicon-based approach is to deal with expansion of a limited sized lexicon to a broad 

vocabulary. In addition, complex structure of the Arabic language with various dialects also present a problem. A lexicon for one 

dialect of Arabic may not work properly for other dialects of the same language. Another critical aspect, in terms of processing and 

evaluating Arabic language, is the difference of the language used on social media platform compared with the standard written 

language. This further complicates the sentiment analysis task. Many studies in literature highlight this aspect and suggested alternate 

approaches.  

Corpus based approaches 

Corpus-based approach, which is also known as supervised approach, relies on various machine learning classifiers including 

Naive Bayes (NB), Support Vector Machines (SVM), Decision Tree, K-Nearest Neighbors (KNN) etc. on annotated dataset. This 

problem is somewhat similar to text classification problem [9], where we usually prepare a pair of datasets one for training and the 

other for testing. The training dataset needs to be annotated manually in terms of sentiment polarity, i.e. positive or negative. The 

classifiers usually learn and develop a model from the training data and then predict the polarity of testing data. We quantify the 

performance of such approaches by analyzing the errors made by the classifier. Therefore, it is essential to use a huge corpus for 

better accuracy. 

Hybrid approaches 

In order to overcome the issues and challenges with lexicon-based and corpus-based approaches, researcher have also suggested 

hybrid approaches for sentiment analysis [10]. A comparative analysis is also carried out for both lexicon-based and corpus-based 

approaches in [6]. A manually annotated dataset is developed initially in this study and then developed a lexicon which is further 

compared with corpus based approaches. 

In contrary to all of the above mentioned techniques, we introduce a semi supervised approach to extend the existing limited 

lexicon through word embedding model, i.e. AraVec [7]. 

III. METHODOLOGY 

Our approach to sentiment analysis is a combination of lexicon-based and corpus-based methodologies. We utilize the concept 

of word embedding in our approach. The basic idea is to map the existing limited number of lexicons to a vector space where similar 

words are mapped to nearby space. Later, we use various classifiers to learn and detect the classification of those word embedding 

towards sentiment analysis. The detail of our approach is presented in the subsequent sections.  

Pre-processing 

We perform pre-processing on input text to cleanse text. The following steps are taken  

• Removal of compound words 

• Removal of special characters 

• Normalization of letters, for instance replacement of ‘وو’ with ‘و’ etc, 

Acquisition of Lexicon 

We have acquired two lexicons, which include Arabic translation of the Bing Liu Lexicon (AT-BLL) and the Arabic translation 

of the MPQA Subjectivity Lexicon (AT-MPQA-SL). The details of both lexicons can be found in [11] and [12]. The format of the 

first lexicon is given in Figure 1 includes four columns. First column with English Term contains the lexical items from the Bing Liu 

Lexicon. Second column Arabic Translation consists of translated version of lexical items available in the previous column English 
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Term. Third is the Buckwalter column, containing 

the transliteration of Arabic Translation entries. 

Similarly, Sentiment is the last column with the 

score of lexical items in the Bing Liu Lexicon [13]. 

This score is +1 for positive sentiment and -1 for 

negative sentiment. The size of lexicon is 6789 

tokens (different lexical items) from which 2006 are positive sentiment candidates and 4783 are the negative sentiment candidates. 

Some cleaning of the sentiment lexicon was required to remove compound words. 

Figure 2, represents the format of the 

second Arabic translated lexicon from 

MPQA Subjectivity Lexicon [14], with 

additions. From left to right, column type 

represents the strong or weak subjectivity of 

clue in words while the column len gives us 

the length of the clue in words. The columns with word1 and pos1 represent the token and part-of-speech of the clue, respectively. 

The column with variable stemmed1 can take yes/no (y/n) values depending on the clue available in variable word1. Next is the prior 

polarity, which is divided into four categories including positive, negative, neutral and both. Finally, are the two additional columns 

for Arabic translation and transliteration of the clue, respectively. We consider only the positive and negative sentiments in this study. 

The total size of the lexicon is 8199 tokens, which are then distributed into 2,718 positive tokens and 4,911 negative tokens.  

Word embedding model 

We use these Arabic gold-standard lexicons (AT-BLL & AT-MPQA-SL) for sentiment analysis having positive and negative 

words only. Since, the size of the lexicons is limited to a couple of thousand, there are many words, which are not available in the 

lexicons, and hence their sentiment cannot be determined. One work around of this problem is to manually label huge amounts of 

training data and extract a lexicon based on this training data. However, this process is cumbersome and requires a lot of human 

effort. A workaround to this is to use a word-embedding model named AraVec [7], which represent words as vectors. The word 

embedding tends to represent similar words with vectors, which are close together in the vector space. Using this approach, we can 

extend our Arabic gold-standard lexicons to the words, which we have not seen before and our Arabic gold-standard lexicons would 

become the part of embedding model AraVec. 

AraVec is open source and is used for word distribution representation. It is based on vector space models like word2vec, which 

can generate vectors for the tokens of a corpus. AraVec was developed using the Gensim tool and it was then trained on data collected 

from Tweets (vocabulary size 331,679), Wikipedia (vocabulary size 162,516), and World Wide Web (vocabulary size 234,961). The 

total number of words in corpora of AraVec is reported to be more than 3,300,000,000, however, after adding up the given vocabulary 

sizes of corpora, AraVec has 729,156 tokens.  

Tokens from Arabic Gold Standard (AGS) 

lexicon are input to AraVec to find and collect 

their respective vectors. In this way, we end up 

with a new Arabic lexicon with vectors (ALV) 

for the manually input tokens. The dimension set 

in AraVec for vectors representation is 300, 

which can be more up to N dimension but the 

standard inferred from empirical study is that the 

dimension limit 100-300 is better in producing 

quality result. As AraVec is based on word2vec 

model, its structure is explained in Figure 4 as 

follows. An input vector given on the left hand 

side of the Figure 4 is a vocabulary-sized vector, 

which is 331,679 for the Tweets corpus, 162,516 

for the corpus of Wikipedia, and 234,961 for the 

WWW corpus.  

For our experimentation, we have configured its two methodologies known as 

Continuous Bag of Words (CBOW) and Skip Gram [22] in AraVec. In CBOW, context 

words (a form of multiple words) can be given as an input vector and then the model can 

predict the one most probable target word at the output layer, while the Skip Gram model 

is the opposite of it. In it, one word is given as an input vector and it can then predict the 

most likely words at the output layer. 

Using AraVec we map the word to vectors and extract similar words based on their 

similarity in the vector space. Figure 5, shows similar words to “جيد” from AraVec with 

similarity index (0—1) shown in the first column. As we can see most of the similar 

words returned have the same polarity as the input word. There are some exceptions 

though, for instance “سيئ”. 

 

 

Figure 1: Arabic translation of the Bing Liu Lexicon 

 

Figure 2: Arabic translation of the MPQA Subjectivity Lexicon 

Figure 4: Structure of AraVec based on word2vec model [21]. 

Figure 5: Similar words from 

AraVec 
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Learning phase: Selection of classifier 

Due to complex nature of Arabic morphology in terms of derivation and inflection, our work is focused on sentiment analysis, 

which is the identification of positive and negative polarity. The AGS has this identification of positive and negative polarity discussed 

in Section 3.2 and on the other hand our model adopted, presented in Section 3.3 has the capability to infer similar words of a given 

word. This is the backbone of our work that we are going to utilize both of these ideas to predict sentiment words discussed as follows. 

There are different classifiers available like Max Entropy [15], SVM [16], Nave Bayes [17], Stochastic Gradient Descent (SGD) [18], 

etc. Every classifier has its own merits and demerits. For example, Nigam et al. [19] concluded that Max Entropy sometimes performs 

better than Naive Bayes but not always and only for standard text classification of features/class. It also does not care about the 

relationship between features. Joachims [20] advocates the supremacy of SVM classifier over the Naive Bayes and Max Entropy 

models for text classification if the probabilities are involved like in our case of AraVec use discussed in Section 3.3. SGD and SVM 

lie under the same umbrella of linear classification and are being used successfully for large scale and sparse machine learning 

problems for text classification. These all reasons convinced us to use SGD and SVM classifiers to evaluate our work. 

A classifier is trained on the gold standard lexicon by transforming the words in the lexicon to their embedding (Vectors). The 

classifier learns how the vectors which in effect are words, are mapped to positive and 

negative sentiments. Now when a sentence is provided which may have words not 

present in our lexicon then the sentence is first tokenized and the individual words are 

vectorized based on the word embedding. The pre-trained classifier on the gold 

standard lexicon is then used to compute the scores for each of the words in the 

sentence. The scores are then added up to compute the final score for the sentence. 

This method works great if the word embedding gives us good vector representation 

having similar words close together. This expands our system to predict the sentiment 

for those words which the lexicon never had. 

The libraries for SGD and SVM are available as an open source. We have 

downloaded and modified these libraries as per our requirement from the SciKit Learn 

website. The AGS lexicon is divided into 80% training data and 20% test data. After 

the configuration of SGD and SVM, the training of these classifiers has been done on 

the AGS lexicon and AraVec is made accessible to these classifiers for the extended 

version of AGS. At this point, the classifiers are able to classify the polarity of input 

tokens in terms of positive/negative class, which is depicted in Figure 6. The positive 

values for tokens in Figure 6 represent positive polarity and negative values represent 

negative polarity. 

After this stage, we are in a state to test our 20% test data. One final point, which 

is about the working of classifiers, is that after taking input token (single or multiple), 

the classifiers map the input into AGS lexicon. If found then the polarity of the input 

token can be identified directly from the AGS as it is available there, but what would 

happen in case of unknown tokens. For unknown tokens, the classifiers then can have 

access to already trained extended part of AGS (ten times larger than AGS) in AraVec. 

If the unknown token is found into the extended part of AGS (without polarity) then 

it means we have its vector representation within it. At this point, our classifiers use 

the AraVec utility of finding the similar words for the unknown token. Those similar 

words are then mapped again with the AGS to find the polarity, unveil the unknown 

token and if some similar word is found then its respective polarity is reported as can 

be seen in Figure 6 for some of the unknown tokens of held out data. 

IV. RESULTS 

The results of our experiments are depicted as under. The experimental setup involves use of skip gram and continuous bag of 

words model for AraVec. The results for accuracy in terms of sentiment classification on unseen data for the lexicons AT-BLL & 

AT-MPQA-SL are. 

Table 1: Skipgram method of word embedding (AraVec) 
     SGD     SVM 
AT-BLL     79.5%     80.6% 

AT-MPQA-SL     77.6%     79.2% 

 
As it is evident for Table 1 and Table 2 that the Skip gram 

method reports a slightly better performance when compared to the continuous bag of words method. Both the Skip gram and 

continuous bag of words models were trained on www data. Also, the SVM classifier gives a notch better performance in comparison 

to the stochastic gradient descent classifier. 

V. CONCLUSION 

In this paper, we presented a novel approach of extending the sentiment classifier to data previously unknown with satisfactory 

performance. To this end we used word embedding to transform the input words to vector space where similar words are mapped 

Table 2: Continuous bag of words method of word 

embedding (AraVec) 

      SGD SVM 

AT-BLL 75.1% 76.3% 

AT-MPQA-SL 74.9% 77.2% 

Figure 6: Result of sentiment prediction 

for test data. +ve values indicates a 

positive sentiment and –ve a negative 

sentiment 
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close together. The sentiment classifier performance is mainly dependent on the quality of the word embedding used. An improvement 

in the embedding model can significantly improve sentiment classification performance. 
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